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ABSTRACT  

The Architecture, Engineering and Construction (AEC) industry’s use of Building Information Modeling (BIM) has 

significantly increased over the past decade. Theoretically, this enables a fully digitalized construction approach where 

the executed constructional activities are crosschecked with the 4D as-design BIM model and its incorporated action 

schedule. However, in practice, this process is typically hampered by a lack of sufficient digital data representing the 

current state of the construction site. The proposed approach in this work aids in this challenge by providing a framework 

that not only fully automatically processes but also analyzes (daily) recorded construction images in terms of depicted 

BIM structures, hence fusing both formerly entirely separate worlds (real world vs. BIM environment). Moreover, an 

interactive platform is developed that allows users to digitally inspect the construction site in a comprehensible, yet 

efficient way. The backbone architecture uses an SQLite database that allows to efficiently store all recorded site 

information present in the imagery. Simultaneously, taking this approach also enables an opposite information flow back 

to the user in the shape of database queries. The developed framework is believed to increase the efficiency of 

constructional activity and progress monitoring, and, in general, yields a better oversight on the performed works. In a 

similar fashion as to what BIM meant in the digitalization process of the design stage of a construction undertaking, the 

presented framework could function as a comparable paradigm on the physical building and monitoring aspect.  
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1. INTRODUCTION  

One of the numerous tasks of construction site managers and project engineers is monitoring the ongoing building 

progress and compliance between the executed works and the as-design BIM model. Currently, this is performed on a 

mainly visual basis where the responsible person interprets the present construction scene and compares it to the BIM 

model, equally so interpreted. It is clear that, when following this type of approach, this person’s interpretation competence 

of both real-world and virtual scene is paramount, yet very prone to errors (Edum-Fotwe and McCaffer, 2000, Dainty et 

al., 2005, Fard, 2006). This easily leads to failure costs, or insufficient or inadequate corrective actions, for instance when 

not detecting anomalies and building errors or only in a (too) late stage.  

  

It is known that the construction sector is rather reluctant in adopting novel technologies (Golparvar-Fard et al., 2009). 

Therefore, it is crucial that new frameworks are either very user-friendly and comprehensible for novice users or function 

very similar to the current approaches they try to digitalize. The presented framework is developed in such a way that it 

responds to both these prerequisites. First of all, it uses pictures. Also in the currently conventional building procedure it 

is very common to report on the constructional activities via pictures (in emails, informal conversations, progress reports 

and so on). They are abundantly used for their simplicity and capability to inform decision makers (Zollmann et al., 2014) 

and can be considered one of the most low-end instruments to adequately capture and visualize surrounding scenes. 

Through the image-based approach, the shift to a digital monitoring approach is perceived more easily digestible by less 

digitally adept individuals. Secondly, the now digitalized workflow remains virtually identical to its manual counterpart. 

The construction monitoring action can now be performed through inspecting pictures of the construction reality and 

picture-like renderings of the BIM environment. It is clear that the pure monitoring workflow remains equally intuitive as 

the decisive action still relies on visual interpretation of the scene to determine discrepancies between the real and BIM 

environments (Golparvar-Fard et al., 2009), yet in a heavily digitally assisted fashion now. Because of the partial digital 

shift, it is expected that decisions can be made more well-informed and will be significantly less error-prone to human 

subjectivity and interpretation competence, such as also mentioned in (Han and Golparvar-Fard, 2017).  
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Capturing pictures has become ever so easy at present. This work aims to harvest this merely exploited source of 

information in a construction context and use it to its full potential. On every construction scene the site manager performs 

a daily inspection round to verify the status of the made progress, to inspect the performed works and so on. This constitutes 

the ideal occasion to simultaneously perform a daily recording session of the site, in particular through omnidirectional or 

action cameras. The required additional efforts for construction site managers to actively record site data can be kept at 

minimum this way, especially compared to what the data’s feedback potential could yield the managers in return. The 

collection of daily recorded image sequences forms the take-off point for the framework presented in this work.  

  

In the remainder of this work, a framework is presented that automatically processes these image sequences, stores the 

data properly and feeds the data back to the user in an augmented and more informing shape. The paper continues with 

Section 2, in which related works on storing and managing visual monitoring data are presented. Subsequently, the 

proposed framework’s methodology and implementation details are unraveled in Section 3 and 4 respectively. Finally, 

Section 5 provides the discussion of the achieved results and an outlook on future further development opportunities, while 

the conclusions are drawn in section 6.  

  

2. RELATED WORK  

In literature there is consensus on the fact that although an abundant number of images is captured on construction sites, 

their potential is heavily underexploited (Brilakis and Soibelman, 2005, Han and Golparvar-Fard, 2017). Furthermore, if 

the sheer amount of captured data is not properly managed and stored, it tends to become entirely useless very swiftly. The 

two most crucial image parameters in proper image management can be considered the image recording date and location. 

As can be deducted from the exploratory study of Han et al. on the use of big visual data in the construction industry, no 

appropriate or advanced methods currently exist to store site pictures in a well-organized fashion nor are easy sharing 

possibilities of images and databases commonly available (Han and Golparvar-Fard, 2017).  

  

To compose a well-established database, it is crucial to retrieve a sufficient amount of information from the images and 

possibly ensuing photogrammetric processing stages. Only in that case, image management systems serve purpose and 

can be employed in monitoring tasks. One way to do so is through labeling or describing the images (i.e. their content) 

(Brilakis and Soibelman, 2005). Whereas for textual documents queries based on content can be considered well developed, 

for images this contrastingly still is an important topic of research. Examples of the former (i.e. text-based queries) include 

the work of Yu and Hsu, where relevant CAD plans are retrieved through the text they contain (Yu and Hsu, 2013). For 

the latter (i.e. image-based queries), only few exemplary works exist that typically analyze the depicted shapes, colors and 

lines to try to determine the material usage and finally the picture content to compose a proper database (Brilakis and 

Soibelman, 2005, Brilakis and Soibelman, 2008, Soibelman et al., 2008, Dimitrov and Golparvar-Fard, 2014). An approach 

that holds the middle between the two is presented in the work of Xiao et al. where the image content is textually described 

via deep learning image captioning methods (Xiao et al., 2022). Other approaches such as for instance picture-to-picture 

comparisons to retrieve relevant images from an image database are well-studied (Gevers and Smeulders, 2000), yet can 

be considered less useful in this research context.  

  

In numerous works the cross-over between the real and virtual world is made (Park et al., 2013, Gheisari et al., 2016, 

Golparvar- Fard et al., 2015, Kopsida and Brilakis, 2020, Rahimian et al., 2020, Alizadehsalehi and Yitmen, 2023), yet 

they tend to focus on other construction related activities (defect management, providing site insight, automated progress 

estimation and site inspections to name a few), rather than keeping track of the pictures and storing them in a database. 

Only the work of Rahimian et al. can be considered somewhat comparable to this as the content of images is determined 

while actively using the BIM model as a second information provider (Rahimian et al., 2020). Yet, a Convolutional Neural 

Network (CNN) trained on interpreting depth images is used to segment the images into its content parts rather than 

directly using the BIM model such as in this work.  

  

The common factor in all aforementioned works clearly is that one of the most important aspects, if not the most, in 

composing an image database, i.e. the image recording location, is absent. This prohibits geometrically linking the 

recorded imagery to the BIM model that contains a vast amount of additional site info, thus obstructing the creation of 

well-founded and informing image databases. Only if approaches employing reference frameworks are used (Tuttas et al., 

2017, Vincke and Vergauwen, 2020) or if the image data is tied to the BIM environment using coregistration techniques 

in post-processing (Bosché, 2012, Kim et al., 2013, Bueno et al., 2018), databases such as in this work can be composed. 

To the authors’ knowledge, no works exist however, that similarly focus on the aspect of properly managing recorded 

construction imagery in databases. In some other research domains, approaches to systematically and intelligently store  
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captured data into databases are more common. This is particularly the case for the facility management and building 

operation sector where Internet of Things (IoT) devices are equipped for constant building monitoring, generating vast 

amounts of location-known data (Kang et al., 2018, Shipman and Gillott, 2019).

    

3. METHODOLOGY  

The former sections clearly unveil that equally advanced instruments are required for the monitoring aspect of 

construction works, just as BIM can be considered the instrument causing a digital paradigm shift in the prior design stages 

(Navon and Sacks, 2007, Kopsida et al., 2015). With that aim, a support framework is presented in this work that aids 

construction managers in their monitoring task.  

  

As mentioned, the centerpiece of the proposed approach is a series of daily recorded construction site image sequences. 

However, it is also required that auxiliary image data is available, performing a different role. A subdivision is hence made 

in the image data according to the role the images perform in the overall process: three data types are defined (Daily, 

Reference and Anchor). An illustration on the recording periodicity of the different image types is shown in Figure 1.  

  

• The Daily image series are the main target of the presented approach. These images are typically recorded with highly 

portable cameras when traversing the site, yet not following the typical recording patterns required for successful 

photogrammetric processing. Therefore, as a standalone dataset, it frequently is rather hard to successfully process 

this type of imagery: the reconstruction accuracy tends to drop quickly (new daily images are tied to older daily images 

and so on, possibly each time aggravating the accuracy and inducing some drift) and it often is the case that chunks 

of the recorded site are missing (e.g. because of stepping through a doorway, yielding insufficient overlap between 

images in order to successfully process them). Furthermore, when periodically adding new daily images to the same 

photogrammetric reconstruction project, it becomes very inconsistent (e.g. if different daily images portray the same 

recorded building elements in a variety of states all at once).  

   

• The Reference images overcome aforementioned reconstruction issues if only daily images were to be used. These 

pictures are recorded with later photogrammetric reconstructions in mind. This type of dataset can either entail a full 

site photogrammetric recording using higher resolution Digital Single Lens Reflex (DSLR) images for instance or can 

entail Unmanned Aerial Vehicle (UAV) imagery providing the overview and interconnection on the site or a 

combination of both. Moreover, the reference images provide the much-desired reset once in a while to avoid the drift 

caused by error propagation or the inconsistency issues when using daily images from longer time spans. As presented 

in earlier work (Vincke and Vergauwen, 2020), each reference image dataset can function as support framework to 

which the subsequently recorded series of daily images can be matched. A new reference image dataset is required 

each time the site has changed too much concerning visual appearance. In that case, it would become impossible to 

correctly match the newest daily images to the outdated reference images. The latter images are equally so recorded 

on a regular basis (e.g. fortnightly or monthly), yet much less regular than the daily images.   

   

• The Anchor images perform an entirely different role. Rather than focusing on the site, they mainly portray the 

unchanging surroundings. As presented in (Vincke and Vergauwen, 2020), this enables that the georegistration should 

only be performed once at the very beginning of the construction works (except in the case radical changes occur in 

the site surroundings, hence the gap in Figure 1 for the anchor images). The anchor images safeguard the compliance 

in coordinates between all subsequent images and the BIM environment as each reference image dataset is registered 

to the anchor dataset, hence it inherits the correct coordinate system and thus it is able to transfer the coordinates to 

all daily images.  

  

Figure 1: Graphical representation of how frequently the different defined types of images are recorded and processed.  
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With the different roles images can perform described, the following part discusses the actual framework to process, 

manage, store and comprehensively feed the daily image series back to the user. A summarizing overview is given in 

Figure 2 in the shape of a flowchart. The following subsections describe the framework in all its facets in depth.  

  

3.1 Monitoring folder content  

The user is presented with a tool to select a folder that is constantly monitored for content changes. The underlying idea 

is that the person recording site footage dumps the (daily) recorded imagery in that folder. If a sufficient amount of newly 

added images is reached, an event flag is raised for these pictures to be processed. Simultaneously, the data is also 

automatically moved to a predefined folder structure to keep all images stored in an orderly fashion.  

Figure 2: Overview flowchart that displays the different steps in the overall methodology of the presented framework 

enabling the creation of a BIM and image fused database. 
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3.2 Processing images  

The flagged new daily images are processed in this step. In case a new reference project is available to which no daily 

images were added yet, the formerly performed reference image registration is frozen, prior to adding the new daily images 

(completely analogue to the approach presented in earlier work (Vincke and Vergauwen, 2020)). In all other cases the 

photogrammetric project of the former processing round is taken as base project to which the new pictures are added. All 

daily images (so the new but also the previous ones) are then re-aligned to the reference images. It is particularly chosen 

for to re-align all daily images in order to avoid quickly protruding error propagation effects. Because it is expectable that 

the recording trajectories vary from day to day, daily images are recorded from locations spread out more over the site 

over time, hence forming stronger connections and constraints in the processing phase. Following the presented approach 

(using intermediate level reference images and re-aligning all daily images of a certain reference epoch), middle ground 

is held between the full exploitation of the mass of daily images and the occurrence of severe image alignment 

inconsistencies (due to significant differences in site appearance over larger time spans).   

  

It should be mentioned that it is not required that the full photogrammetric pipeline is performed. The process can already 

be halted after the image alignment phase. This yields sufficient information for the subsequent steps in the developed 

framework. The final step consists of exporting the image metadata containing all image parameters and saving the 

undistorted version of all daily images using the calculated distortion parameters.  

 

3.3 Image content detection  

The former step yields sufficient information to recreate an identical virtual camera view in the BIM environment (such 

as presented in earlier work (Vincke and Vergauwen, 2022)). This process is performed repeatedly to detect the content of 

each daily image. The content determination can be achieved through two different interchangeable approaches. The first 

one uses ray tracing. Using the image characteristics, a tensor of rays is calculated and projected into the BIM scene. For 

each individual ray, it is tested if it hits any BIM element. Looping over all rays (i.e. all pixels) the image content is 

uncovered. A second approach takes the opposite route: it starts from the 3D environment and projects it to the 2D image 

plane. When applying a particular color code to all BIM elements and assessing all pixels, the images’ content can be 

computed once more.  

  

3.4 Database creation  

The information present in the images and computed in the former steps is gathered and stored in an SQLite database. 

It should be seen as a large collection of detection results of BIM elements in the various images. The internal layout is 

depicted in Figure 3. It can be noted that two bounding boxes are stored per detection result. This entails the most strict 

rectangular bounding box and the enlarged version where a margin is added at each side of the strict box such that some 

extra image info of the surroundings of the element is included (or in case the element is wrongly located, that it still is 

visible in the image after cropping with the bounding box, as long as it is within a certain limited distance from its intended 

building location). Moreover, the coverage (i.e. the number of pixels that portray the detected BIM element) and image-

to-element distance, both calculated in the previous step of the framework, are stored in the detection result table as well. 

Figure 3: Internal structure of the SQLite backbone database. 
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For the image, it should be noted that not the file path to the original image is stored, but rather to the undistorted version 

of it. The original image is discarded from this point onward, to avoid possible future misinterpretations or wrong analyses 

due to distortion effects that are present in the original images, yet completely absent in the rendered virtual BIM images.  

  

3.5 Database querying  

The last step of the framework consists of feeding the gathered info back to the user in a well-organized way. This is 

achieved through user queries, where the end user can for instance request the series of images in which a particular set of 

BIM elements is portrayed. Furthermore, the result list can be narrowed by including a date range. These are just some 

exemplary tools that were added to the graphical user interface to showcase the method’s potential.   

  

Once the database query is performed, the results are shown through a combination of a table of the appropriate detection 

records and an image visualizer. This can be considered the final result of the framework and enables fully digital site 

inspections, yet in a similar way to current visual on-site procedures.  

  

4. IMPLEMENTATION  

The framework builds upon several functions of the Rhinocommon and Grasshopper APIs, both provided through the 

Rhinoceros® software (Robert McNeel & associates, 2023a). The take-off point on the BIM-side input for the framework 

is a 3D model in the Rhinoceros environment. In our particular case when developing the framework, a Revit® (Autodesk 

Inc., 2023) BIM model was used. The conversion from Revit to Rhinoceros can be performed through Rhino.Inside® 

(Robert McNeel & associates, 2023b), a plugin for Revit by McNeel that also develops the Rhinoceros software. Models 

developed in other BIM software packages can be imported through Rhinoceros plugins that support IFC (Industry 

Foundation Classes) files. Another software package that is relied upon in the framework is RealityCapture® (Capturing 

Reality, 2023). It performs all photogrammetric processing. Finally, the functionalities of SQLite are used for the database 

part (Hipp, 2023). The proposed framework (called BIMage) is developed using the C# coding language and consists of a 

back-end part that acts as the central node in the framework. It performs several calculations and transfers the different 

data and commands back and forth between the different software entities. Lastly, also a frontend GUI (called BIMage 

GUI) is developed to elevate the framework into an interactive visual monitoring tool. The symbiosis and interconnections 

between all framework parts is depicted in Figure 4.   

 

In practice the different components of the proposed framework are worked out in line with the methodology steps.   

  

Prior to being able to analyze the daily images, a preparatory step needs to be taken. As described, BIM models, typically 

designed in software other than Rhinoceros (in our case Revit), are automatically imported into the Rhinoceros 

environment through a Grasshopper script containing Rhino.Inside components. This conversion to Rhinoceros is only 

Figure 5: Screenshot of what the monitoring process icon and 

RealityCapture headless program look like. This illustrates the 

non-intrusive character of both background processes. 

Figure 4: Structure of the framework parts, showing the 

interconnections between the different entities and how they 

interact with one another. 
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required to be performed once (unless updates to the BIM model occur). All following analyses can take off from the saved 

Rhinoceros file.   

  

All the framework’s functionality is built into a single main Grasshopper script, yet it can be split into two subprocesses: 

new image monitoring and processing on the one hand, which is a continuously running background process, and on the 

other hand a user-initiated process with a user interface to instantiate the image database, possibly followed by database 

queries.  

  

Image monitoring & processing   From the moment the main Grasshopper script opens, the monitoring process is 

initiated (if not already running). The process is designed as a headless background program with solely a system tray 

icon to avoid disturbing the user, yet enabling a process stop. Additionally, the monitored folder can also be opened, 

allowing for swiftly adding the new daily images (Figure 5). If a sufficient number of new images is encountered, a 

different component is fired that is in charge of processing these. The selection of RealityCapture as photogrammetric 

software package necessitates the creation of batch script files for it to be able to run in a completely automated manner 

(an API is currently not available). Simultaneously, this also allows for RealityCapture to run as a headless instance, again 

not disturbing the end user that is typically not familiar with this type of software (Figure 5). A base batch file script is 

automatically created when starting up the image processing component. The base script is subsequently adapted such 

that the series of new daily images is added to the correct former photogrammetric project, as well as that it is processed 

in a correct way. When the processing is finalized, metadata files for each image file are automatically exported (or 

updated in case older daily images are present in the project) and the undistorted version of the daily images is exported 

as well. The former two processes keep running even after closing Rhinoceros and Grasshopper.  

 

Database creation & querying     The second part of the framework is only initiated at will of the user. It can be initiated 

through opening the same main Grasshopper script, which makes a user interface (BIMage GUI) pop up automatically 

(Figure 6a). Two buttons let the user either create a database or query the database. When selecting the Create SQL 

database option, a background Grasshopper/ Rhinoceros process is fired in which the files containing all images’ metadata 

are retrieved. Subsequently, the content of each image is determined through the creation of virtual BIM counterpart 

images with a color code applied to all elements. Current graphics cards’ excellent capabilities to swiftly render 3D objects 

are exploited this way. A ray tracing module was also developed, yet was found to be far less computationally efficient. 

By sliding over the colored BIM rendering in a pixel-wise fashion, grouping the pixels of the same color and coupling 

back to the dictionary in which the color coding is stored, the content of that rendering, and thus also the recorded image, 

can be determined. Moreover, this also enables the calculation of a bounding box and its enlarged version. In the following 

step, all detected content and the relevant other parameters are gathered and stored in an SQLite database. The former 

process is entirely automated and the database follows the exact structure as depicted in Figure 3.   

Once a database is created, the user can query it. It should be noted, however, that it is not required to always create a 

database prior to querying. Earlier created databases can serve equally well, especially when browsing through older site 

data. A new database is only required when the need to inspect the newest image data is present. The current 

implementation of the querying capabilities in the framework is purely illustrative, yet already very powerful and 

informative for the end user. At present, the user is prompted to select an inspection date range and the BIM element(s) 

of interest (Figure 6b). Back-end, the database is subsequently queried for all records that satisfy the user prompt. In the 

last stage, the user is requested to choose one of the two inspection modes. The first option is the simplest one. When a 

record of the query result is selected by the user, the record’s bounding box parameters are used to draw the appropriate 

rectangle on the record’s image1 (Figure 6c). This allows the user to visually inspect the site to for instance assess the 

achieved progress against the construction schedule. The second option is more advanced in such a way that the BIM 

model is overlaid on the recorded footage. Per returned record, a new BIM rendering is made on the fly using the 

appropriate rendering parameters stored in the record. Additionally, the specific BIM element is also transferred back to 

Rhinoceros. Per query record, a custom BIM view can be rendered this way, with the record’s BIM element highlighted 

for clearer visualization and inspection. Next, the rendered virtual BIM image is overlaid on the recorded image and a 

slider is provided to change the opacity of the BIM foreground image (Figure 6d). This allows the user to visually inspect 

the site both in terms of achieved progress as well as quality control in an even more informed way compared to the 

currently common procedures. It should be noted that for both query visualizing options, functionality to pan and zoom 

in on the image is also included, enabling close inspections and better monitoring assessments and decisions. 

 
1 To keep the database lightweight, only file paths are stored and not the actual images. 
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5. DISCUSSION  

At present, the developed tool set has only undergone initial testing on a simple construction site. Therefore, the noticed 

effects on increased efficiency of constructional activity and progress monitoring are still premature. Nevertheless, the 

presented framework can be considered a promising tool, yielding good oversight on the performed works and current 

achieved construction status. It can be used for a vastly diverse set of tasks, including the typical monitoring of performed 

progress and assessment of achieved quality, yet also for other tasks such as verifying the usage of correct materials, 

assessing (in)correct wall openings and investigating the absence of rock pockets in concrete structures, monitoring the 

site safety and much more. Overall, the framework can be seen as an enhanced instrument for site documentation and 

construction activity tracking.   

  

Despite the framework’s potential, a point of critique can be raised as well: the user remains the most crucial factor in 

the monitoring and ensuing decision-making process. Therefore, the argument might be raised that the influence of tools 

like these on lowering failure costs is rather trivial as also this framework remains to rely heavily on the (interpreting) skill 

set of the user to monitor the construction works. Yet, the counterargument that should be raised here is that analyzing the 

built against the designed environment has become far easier. Especially the direct overlay of BIM onto reality makes 

interpretation mistakes much less likely, resulting in more appropriate ensuing actions.   

Figure 6: Screenshots of the developed user interface of the presented framework. a) Application start-up view b) Application 

view when querying the database c) Query result list with slightly augmented (green bounding box) recorded imagery d) Query 

result list with overlay viewer that displays both the recorded image as well as its virtual BIM counterpart rendering. 
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Finally, the presented work can be considered an ideal base for further developments, especially concerning 

documentation and reporting functionalities. As progress remains to be made over time to automate estimations of the 

achieved construction progress and quality assessments of the performed works, the presented framework can be expanded. 

Analysis results can be included in the database and users can be enabled to query such parameters as well (e.g. a query 

that requests all images in a certain date range, but only of finished building elements). Secondly, tighter integration with 

the BIM environment remains possible as well (e.g. the user selects a BIM element in the BIM environment and can start 

the query process from there).  

  

6. CONCLUSION  

The existence and use of advanced digital tools that aid to streamline, modernize, automate and simplify the task of 

construction monitoring can still be considered trivial at present. In this light, a framework is presented that digitalizes the 

current monitoring workflow. Through automated processing of daily captured imagery, the present site conditions can be 

digitally represented swiftly. The link with BIM is foreseen through a common reference system, hence enabling cross-

world (digital vs. real) comparisons and integration. Moreover, that link also allows for computing the theoretical content 

of each recorded image, which in its turn makes a plethora of ensuing analyses possible. In the presented work, a fusion 

of data originating from the real-world imagery on the one hand and from the digital BIM environment on the other hand 

is realized and used to compose a smart database of site images. Due to the digitally preserved data, user queries can be 

swiftly executed, enabling digitally assisted site inspection and monitoring. The presented framework is esteemed to lower 

the risk for human interpretation errors because of the digitalized workflow. Moreover, the approach remains 

comprehensible and similar to current manual practices, hence attributing to its adoptability by the construction sector, 

known to be rather conservative in terms of innovation implementation.  

 

ACKNOWLEDGMENTS  

  

This project has received funding from the Flanders Innovation & Entrepreneurship (Vlaio) institute (Innovation 

Mandate project HBC.2022.0186) and the construction company Franki Construct nv. We would also like to thank the 

other subsidiary companies in the construction business line of the overarching Willemen Group for giving access to their 

construction sites and the associated data.  

  

REFERENCES  

  

Alizadehsalehi, S. and Yitmen, I., 2023. Digital twin-based progress monitoring management model through reality capture to 

extended reality technologies (DRX). Smart and Sustainable Built Environment 12, pp. 200–236.  

Autodesk Inc., 2023. Revit v2023. https://www.autodesk.com/products/revit/overview   

Bosché, F., 2012. Plane-based registration of construction laser scans with 3D/4D building models. Advanced Engineering 

Informatics 26, pp. 90–102.  

Brilakis, I. and Soibelman, L., 2005. Content-based search engines for construction image databases. Automation in Construction 14, 

pp. 537– 550.  

Brilakis, I. K. and Soibelman, L., 2008. Shape-based retrieval of construction site photographs. Journal of Computing in Civil 

Engineering 22, pp. 14–20.  

Bueno, M., Bosché, F., González-Jorge, H., Martínez-Sánchez, J. and Arias, P., 2018. 4-Plane congruent sets for automatic registration 

of as-is 3d point clouds with 3D BIM models. Automation in Construction 89, pp. 120–134.  

Capturing Reality, 2023. RealityCapture v1.2.2. https://www.capturingreality.com/realitycapture   

Dainty, A. R. J., Cheng, M.-I. and Moore, D. R., 2005. Competency-based model for predicting construction project managers’ 

performance. Journal of Management in Engineering 21, pp. 2–9.  

Yu, W. and Hsu, J., 2013. Content-based text mining technique for retrieval of CAD documents. Automation in Construction 31, pp. 

65–74.  

Dimitrov, A. and Golparvar-Fard, M., 2014. Vision-based material recognition for automated monitoring of construction progress 

and generating building information modeling from unordered site image collections. Advanced Engineering Informatics 28, pp. 37–

49.  

Edum-Fotwe, F. and McCaffer, R., 2000. Developing project management competency: perspectives from the construction industry. 

International Journal of Project Management 18, pp. 111–124.  



 

2023 Asian Conference on Remote Sensing (ACRS2023) 

 
Golparvar-Fard, M., 2006. Assessment of collaborative decision-making in design development and coordination meetings. [Doctoral 

thesis, The University of British Columbia].  

Gevers, T. and Smeulders, A., 2000. Pictoseek: combining color and shape invariant features for image retrieval. IEEE Transactions 

on Image Processing 9, pp. 102–119.  

Gheisari, M., Sabzevar, M. F., Chen, P. and Irizzary, J., 2016. Integrating BIM and panorama to create a semi-augmented-reality 

experience of a construction site. International Journal of Construction Education and Research 12, pp. 303–316.  

Golparvar-Fard, M., Peña-Mora F. and Savarese, S., 2009. D4AR – A 4-dimensional augmented reality model for automating 

construction progress monitoring data collection, processing and communication.  Journal  of  Information  Technology 

 in Construction 14, pp. 129–153.  

Golparvar-Fard, M., Peña-Mora F. and Savarese, S., 2015. Automated progress monitoring using unordered daily construction 

photographs and IFC-based building information models. Journal of Computing in Civil Engineering 29, pp. 04014025.  

Han, K. K. and Golparvar-Fard, M., 2017. Potential of big visual data and building information modeling for construction 

performance analytics: An exploratory study. Automation in Construction 73, pp. 184–198.  

Hipp, R., 2023. SQLlite. https://www.sqlite.org/index.html   

Kang, K., Lin, J. and Zhang, J., 2018. BIM- and IoT-based monitoring framework for building performance management. Journal of 

Structural Integrity and Maintenance 3, pp. 254–261.  

Kim, C., Son, H. and Kim, C., 2013. Fully automated registration of 3d data to a 3d cad model for project progress monitoring. 

Automation in Construction 35, pp. 587–594.  

Kopsida, M. and Brilakis, I., 2020. Real-time volume-to-plane comparison for mixed reality–based progress monitoring. Journal of 

Computing in Civil Engineering 34, pp. 04020016.  

Kopsida, M., Brilakis, I. and Vela, P. A., 2015. A review of automated construction progress monitoring and inspection methods. 

Proceedings of the 32nd International Conference of CIB W78, pp. 421–431.  

Navon, R. and Sacks, R., 2007. Assessing research issues in automated project performance control (APPC). Automation in 

Construction 16, pp. 474–484.  

Park, C.-S., Lee, D.-Y., Kwon, O.-S. and Wang, X., 2013. A framework for proactive construction defect management using BIM, 

augmented reality and ontology-based data collection template. Automation in Construction 33, pp. 61–71.  

Rahimian, F. P., Seyedzadeh, S., Oliver, S., Rodriguez, S. and Dawood, N., 2020. On-demand monitoring of construction projects 

through a game-like hybrid application of BIM and machine learning. Automation in Construction 110, pp. 103012.  

Robert McNeel & associates, 2023a. Rhinoceros 3D, Version 7.0. https://www.rhino3d.com/   

Robert McNeel & associates, 2023b. Rhino.Inside. https://www.rhino3d.com/inside/revit/1.0/   

Shipman, R. and Gillott, M., 2019. SCENe things: IoT-based monitoring of a community energy scheme. Future Cities and 

Environment 5, pp. 6.  

Soibelman, L., Wu, J., Caldas, C., Brilakis, I. and Lin, K.-Y., 2008. Management and analysis of unstructured construction data types. 

Advanced Engineering Informatics 22, pp. 15–27.  

Tuttas, S., Braun, A., Borrmann, A. and Stilla, U., 2017. Acquisition and consecutive registration of photogrammetric point clouds 
for construction progress monitoring using a 4d BIM. PFG – Journal of Photogrammetry, Remote Sensing and Geoinformation Science 

85, pp. 3–15.  

Vincke, S. and Vergauwen, M., 2020. Geo-registering consecutive construction site recordings using a pre-registered reference 

module. Remote Sensing 12, pp. 1928.  

Vincke, S. and Vergauwen, M., 2022. Vision based metric for quality control by comparing built reality to BIM. Automation in 

Construction 144, pp. 104581.  

Xiao, B., Wang, Y. and Kang, S.-C., 2022. Deep learning image captioning in construction management: A feasibility study. Journal 

of Construction Engineering and Management 148, pp. 04022049.  

Zollmann, S., Hoppe, C., Kluckner, S., Poglitsch, C., Bischof, H. and Reitmayr, G., 2014. Augmented reality for construction site 

monitoring and documentation. Proceedings of the IEEE 102, pp. 137–154.  

 


